Molecular conduction: Do time-dependent simulations tell you more than the Landauer approach?
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A dynamical method for simulating steady-state conduction in atomic and molecular wires is presented which is both computationally and conceptually simple. The method is tested by calculating the current-voltage spectrum of a simple diatomic molecular junction, for which the static Landauer approach produces multiple steady-state solutions. The dynamical method quantitatively reproduces the static results and provides information on the stability of the different solutions. © 2006 American Institute of Physics. [DOI: 10.1063/1.2202329]

I. INTRODUCTION

Recently, there has been a surge of interest in time-dependent (TD) simulations of current-carrying molecular devices, from a variety of points of view.1–11 The well-known static Landauer-Büttiker picture is an invaluable tool for the description of steady-state conduction. What can dynamical transport simulations add? They are required to describe the transient response to an external perturbation. A practical nanodevice of necessity relies for its operation on the implementation and function of a switch (a short-lived external signal that can change the state and mode of operation of the device).12 Transport in systems at this size scale is not necessarily always a steady-state process, with the possibility of intrinsic dynamical fluctuations and instabilities in the flow pattern and in the underlying transport mechanism.

A further motivation behind the TD approach to transport is the problem of current-driven mechanical effects. Recently, we have proposed a method for quantum correlated electron-ion molecular dynamics.13 Among other effects, this method enables the simulation of inelastic electron-phonon interactions, dissipation, local heating, and inelastic I-V spectroscopy within the framework of molecular dynamics. A key step on the way is to combine tractable dynamics with steady-state conditions. We have developed an open-boundary scheme that achieves this by opening the system to a voltage source.3,14 Here, we report an open-boundary dynamical scheme that relies on opening the system to a charge source. The advantage of the present method is its great conceptual and computational simplicity.

The method is tested on a simple molecular junction, for which the static Landauer approach produces multiple steady-state solutions, corresponding to different transport mechanisms. The dynamical method quantitatively reproduces these results. It furthermore shows which the preferred, or more stable, steady-state solutions are, as a function of bias.

II. DYNAMICAL METHOD

We consider the finite system shown in Fig. 1. It consists of a capacitor C, connected by a pair of leads to a device D.1,5 Initially (at t=t0) the system is statically polarized to produce a charge imbalance between the plates of the capacitor. This can be achieved by exposing the system to a static external field, such as would be produced by a thin dipolar layer placed between the plates.

At t>t0 the external field is removed over a short time and the system, which is no longer in a stationary state, is allowed to evolve according to the following equation of motion:

![FIG. 1. Division of the system into capacitor and device](image-url)
\[
\frac{\partial \hat{\rho}}{\partial t} = \frac{1}{i\hbar} [\hat{H}[\hat{\rho}], \hat{\rho}],
\]  

(1)

Here, \(\hat{\rho}=\hat{\rho}(t)\) is the reduced spinless one-particle electronic density matrix (DM) and \(\hat{H}[\hat{\rho}]\) is a generic effective one-electron Hamiltonian, such as that produced by time-dependent density-functional theory (TDDFT) or, in a many-body framework, by the Hartree-Fock approximation for the two-electron DM. In a TDDFT framework we have the assurance that if we partition the system into two subregions (such as one plate plus some of the adjoining lead, and the rest), then the total particle current between them, computed from the one-electron DM, is formally exact.\(^4,5\)

Although the above scheme is conceptually feasible, the capacitor sizes needed to provide discharge times significantly exceeding the femtosecond range, limit its practical use. A solution is to continually feed electrons that have flown across back into the starting electrode. Classically, this is easy. Quantum mechanically, it is easier said than done. The reason is not necessarily that electrons are not sufficiently particlelike to enable such an action, but that the quantum description of electrons prohibits moving them about one by one, in a literal sense, in a calculation. Therefore, we maintain the charge imbalance, and hence the current, in the system by a driving term that achieves what we require at the level of the DM,

\[
\frac{\partial \hat{\rho}}{\partial t} = \frac{1}{i\hbar} [\hat{H}[\hat{\rho}], \hat{\rho}] - \Gamma (\hat{\rho} - \hat{\rho}^0),
\]

(2)

where \(\Gamma\) is a real parameter, and the operator \(\hat{\rho}^0\) is defined in terms of its matrix elements in some real-space basis as

\[
\hat{\rho}^0_{ij} = \begin{cases} 
\rho_{ij}(t_0) & \text{for } i,j \in C \\
\rho_{ij}(t) & \text{otherwise}.
\end{cases}
\]

The new term in the equation of motion continually drives the DM in the capacitor region back toward the initial polarized density matrix. Physically, this achieves two things. First, it describes the effect of connecting the capacitor to an external charge source that maintains the charge imbalance in the system. Second, since \(\hat{\rho}(t_0)\) is purely real, it damps the imaginary parts of \(\hat{\rho}\) in the capacitor region and thus incorporates into the description of the electrons a generic phase-breaking scattering mechanism in the electrodes. If \(\Gamma\) is too small, this suppresses the current, due to a suppression of the first effect. If \(\Gamma\) is too large, that suppresses the current, due to an enhancement of the second effect. For the simulations below, we have used the compromise value of \(\Gamma\) (\(\Gamma=4\text{ fs}^{-1}\) for the specific system considered later). The appendixes show that the time-dependent equation has a simple heuristic interpretation and that the steady-state solutions to Eq. (2) correspond to the static Landauer picture under specific approximations. Further, a derivation of the microscopic origin and value of the parameter \(\Gamma\) is given.

As a test we have implemented the scheme above in an orthogonal tight-binding model with mean-field interactions, with

\[
\dot{H} = \sum_{i \neq j} |i\rangle H_{ij} |j\rangle + \sum_i |i\rangle \left( U \Delta q_i + \sum_{j \neq i} f_{ij} \Delta q_j \right) \langle i|,
\]

(4)

where \(\Delta q_i = 2(\rho_{i0}-1/2)\). The function of interatomic separation \(f_{ij} = K / \sqrt{R_{ij}^2 + K^2 / U^2}\), with \(K = e^2 / 4 \pi \varepsilon_0\) interpolates smoothly between onsite interactions with a strength \(U\) and the bare Coulomb interaction at large separation. This model may be viewed as the simplest form of TDDFT in the adiabatic local-density approximation (ALDA).\(^16\) In the simulations below, \(U=7\ \text{eV}\).\(^17\)

We consider the following model system. The capacitor plates are two-dimensional (2D) (one-atom thick) 15×20-atom simple-cubic slabs, in the plane of the page, the leads are 15-atom long one-dimensional (1D) atomic chains, and the device is a dimer. The only nonzero hopping integrals are those between nearest neighbors. The latter are everywhere equal to \(-3.88\ \text{eV}\), except each dimer-lead hopping integral \((-1\ \text{eV})\), and the intradimer hopping integral (also \(-1\ \text{eV}\)).

The external field at \(t_0\) is imposed as a rigid relative shift of the onsite energies in the capacitor plates, as described in Ref. 13. After removing the external bias, Eq. (2) is integrated using the method described in Ref. 14. The current flowing through the dimer as a function of time is shown in Fig. 2 for different applied biases. After an initial transient, the current settles at a steady state. The bias is calculated from the average onsite energy in each plate at the end of the simulation and is smaller than the applied bias, mainly due to the finite size of the capacitor. For small bias, the steady state is reached after a short rising transient of about 10 fs. For biases larger than about 4 V, the current first rises up to about 120 \(\mu\text{A}\) and then gradually decreases to reach a much lower value of about 25 \(\mu\text{A}\) in the steady state. The \(I-V\) spectrum obtained from the steady-state current and potential difference is shown in Fig. 3. Up to \(V = 4\ \text{V}\) the spectrum has the structure expected for resonant transmission (see discussion below). However, we then see a sudden drop in current, with heavily suppressed conduction at higher bias. With the present parameters, the bandwidth in the 2D plates is \(-31\ \text{eV}\) and in the 1D leads it is \(-16\ \text{eV}\). Therefore, the reason for the \(I-V\) spectrum above cannot be that device states float out of the conduction bands of the electrodes. Changing the value of \(\Gamma\) from 4 to 3 \(\text{fs}^{-1}\) has no significant effect, as can be seen from the plot.

![Figure 2](image-url)
FIG. 3. Current-voltage curve obtained from the final values of the current and potential difference after a steady state has been reached, for two different values of the parameter $\Gamma$.

III. DISCUSSION

To understand these results, we now put our system through the machinery of the Landauer formalism. First, we consider an approximate semianalytical solution. Later, we confirm it by a fully self-consistent Landauer calculation. We consider a dimer between two semi-infinite linear atomic chains. The dimer hopping integral is $\delta$, the dimer-lead hopping integrals are $\gamma$, and the hopping integral in each lead is $\beta$. The Fermi level in the absence of current is chosen as zero. The left lead is open to a reservoir with electrochemical potential $eV/2$ and the right lead is open to a reservoir with electrochemical potential $-eV/2$. $V > 0$ corresponds to electron flow from left to right. We neglect Friedel oscillations in the leads and assign a uniform onsite energy $E_L$ to the left lead and $E_R$ to the right lead. The onsite energies of the dimer atoms are $E_1$ and $E_2$. The steady-state electronic structure requires only the self-consistent Hamiltonian and Green’s function for the current-carrying system. To generate the latter, we use a familiar construct: A fictitious system with all hopping integrals and onsite energies as above but with the hopping integral between the two dimer atoms removed. Let $G_{LR}^{0}(E)$ and $G_{RL}^{0}(E)$ be the retarded Green’s functions for the two decoupled semi-infinite systems thus obtained. We will, in fact, only ever need the matrix elements $(G_{LR}^{0})_{11}=1/\left[(E-E_1-\gamma^2g_{RL}^{*}(E))\right]$, $(G_{RL}^{0})_{22}=1/\left[(E-E_2-\gamma^2g_{RL}^{*}(E))\right]$, on the respective dimer sites. Here, $g_{RL}^{*}$ are the onsite matrix elements of the retarded Green’s functions on the end site of each bare lead, given by $g_{RL}^{*}=[(E-E_{L(R)})=\sqrt{(E-E_{L(R)})^2-4\beta^2}]/2\beta^2$, where we choose the minus sign if the expression under the square root is negative, while if this expression is positive, we choose the minus sign if $(E-E_{L(R)}) > 0$ and the plus sign if $(E-E_{L(R)}) < 0$.\footnote{18,19} The DM for the current-carrying system in the steady state is given by\footnote{20}

$$\hat{\rho} = \int_{-\infty}^{0} \hat{D}(E)dE - \int_{-\infty}^{0} \hat{D}_a(E)dE + \int_{0}^{eV/2} \hat{D}_L(E)dE + \int_{0}^{eV/2} \hat{D}_R(E)dE.$$ (5)

Here, $2\pi i\hat{D}(E)=\hat{G}^{-}(E)-\hat{G}^{+}(E)$,

$$\hat{D}_{LR}(E) = \hat{\Omega}(E)D_{LR}^{0}(E)\hat{\Omega}(E)^{\dagger}, 2\pi i\hat{D}_{RL}^{0}(E)=\hat{G}^{0}_{RL}(E)-\hat{G}^{0*}_{RL}(E),$$ and

$$\hat{\Omega}(E) = \hat{1} + \hat{G}^{+}(E)\hat{V},$$ where $\hat{G}^{+}(E)$ are the retarded and advanced Green’s functions for the fully coupled current-carrying system, and $\hat{V}$ is an operator whose only nonzero matrix elements are $V_{12}=V_{21}=\delta$. $\hat{G}^{+}(E)$ solves $\hat{G}^{+}(E) = \hat{G}^{0*}(E) + \hat{G}^{0*}(E)\hat{\nu}\hat{G}^{+}(E)$, where $\hat{G}^{0*}(E) = \hat{G}^{0}_{LR}(E) + \hat{G}^{0*}_{RL}(E)$. The current $I = \text{Tr}[\hat{I}\hat{\rho}]$, where $\hat{I}$ is the tight-binding current operator, is given by\footnote{19}

$$I = \frac{2e}{h} \int_{-eV/2}^{eV/2} \left(D_{L}^{0}\right)_{11}\left(D_{R}^{0}\right)_{22}\left|I_{12}(E)\right|^2dE,$$ (6)

where $\hat{I}(E) = \hat{V} + \hat{V}\hat{G}^{+}(E)\hat{V}$. This procedure may be expressed in several algebraically equivalent alternative forms,\footnote{21} equivalent also\footnote{22} to the non-equilibrium Green’s functions (NEGF) (Keldysh) formalism.

Electron-electron interactions in the dimer take the mean-field form $E_{1(2)} = 2U(n_{1(2)}-1/2)$ where $n_1 = \rho_{11}$ and $n_2 = \rho_{22}$ are the (spinless) electron occupancies of the two dimer sites. The present system has perfect electron-hole symmetry and so we write $n_1 = 1 - n_2 = n, E_{1} = -E_{2} = \varepsilon$. In principle, the onsite energies in the 1D leads, $E_{L} = E_{L}(V)$ and $E_{R} = E_{R}(V)$, must be determined self-consistently.\footnote{23} However, we have checked that, for the present model system, the extreme cases $E_{L} = E_{R} = 0$ (strictly valid in the limit of perfect transmission) and $E_{L} = -E_{R} = eV/2$ (strictly valid in the limit of zero transmission) produce similar $I$-$V$ characteristics. The results from the semianalytical model below are for $E_{L} = -E_{R} = eV/2$. Finally, self-consistency takes the form $n = \rho_{11}(\varepsilon) = e/2U + 1/2$ which is an equation for $\varepsilon$, for every bias.\footnote{24}

Let us try to anticipate the behavior of this system. There are two extremes. If the coupling between the two dimer atoms is much weaker than the dimer-lead coupling ($|\delta| \ll |\gamma|$), then the dimer atoms would view themselves as two adsorbates, one on each lead. As the bias increases, each adsorbate tends to remain pinned against the quasi-Fermi level in its lead, with $E_1 \sim eV/2 \sim E_2$, and with the formation of a corresponding charge dipole in the dimer with an electron excess on the atom facing the incoming electron current. The assembly then conducts by a mechanism akin to the scanning tunnel microscope (STM): adsorbate-adsorbate tunneling, mediated by the convolution of the two adsorbate local densities of states (LDOSs). In particular, once $eV$ exceeds the width of the two LDOSs, and the two adsorbates become mismatched in energy, the current drops and decreases further with increasing $V$. In the other extreme ($|\delta| \gg |\gamma|$), the dimer behaves as a molecule weakly interacting with two banks. The transport mechanism now is resonant transmission through the bonding and antibonding molecular orbitals. The dimer atoms remain largely neutral and the dimer onsite energies remain largely level. The current increases sharply when $V$ matches the gap between the two molecular orbitals, and saturates for larger $V$, once both resonances are fully conducting.

In the intermediate case ($|\delta| \sim |\gamma|$), the system suffers an “identity crisis,” with the possibility that different transport mechanisms may become operative at different voltages, and that there may be more than one steady-state solution at certain voltages. This is precisely what happens. Figure 4(a).
shows \( n, \epsilon, \) and \( I \) as a function of \( V \) for \( \beta = -3.88 \) eV, \( \gamma = \delta = -1 \) eV, and \( U = 7 \) eV. The solution with high current and low \( n \) is the resonant-transmission solution (continuous line). The solution (which appears above \( V \sim 3.3 \) V) with low current, a dipole (with electron excess on the dimer atom facing the electron current), and \( \epsilon \) more or less pinned against \( eV/2 \) is the STM-like solution (dashed line). We will not focus on the intermediate third solution (dot-dashed line).

We see that the dynamical method reproduces parts of each static solution with quantitative accuracy. The difference in \( n \) between the TD calculation and the semianalytical model for the blocked solution is due to the screening provided by the intersite Coulomb terms in the TD calculation. The TD calculation naturally selects the low-current solution, above a certain bias. The reason for this preference is the increasing instability, with increasing bias, of the high-current solution against spontaneous charge fluctuations in the dimer: If a small fluctuation in \( n \) pushes \( \epsilon \) away from the special value needed for resonant transmission, this kills the resonance, the current drops, and the system floats to the insulating, STM-like mode, with no recovery mechanism.

To check the above semianalytical model, we have also carried out a fully self-consistent NEGF calculation\(^{25} \) [Figs. 4(b) and 4(c)]. Panel 4(b) pictures the \( I-V \) curves for the one-dimensional model system described above. While in the semianalytical approach the region where the density is determined self-consistently consists only of the dimer [see Fig. 4(d)], here the two outmost atoms from the leads are also included in the self-consistency. The three branches from panel (a) are almost fully and exactly reproduced in a series of calculations with randomized initial density matrices for each voltage point. In panel 4(c) the self-consistent region is further extended to resemble as much as possible the system treated with the time-dependent approach [see Figs. 4(c) and 4(d)] and the Hamiltonian from the semianalytical model is augmented with the intersite mean-field interactions [see Eq. (4)]. The onsite occupancy on the dimer \( n \) in this case agrees better with the TD simulation and the \( I-V \) branches fit better to the TD ones at low bias. Parts of all anticipated branches are recovered and regions of multiple solutions are observed.

Finally, we observe that the agreement between the dy-
namical ALDA calculation and the static Landauer calculation above corroborates the conjecture that the equivalence between TDDFT in ALDA and the Landauer formalism that has recently been demonstrated in the linear-response regime\cite{26,27} carries over to higher orders in the bias. In addition, the time-dependent approach is able to self-select the most stable solution, when there are multiple values of the current for the same applied bias. This goes beyond the capabilities of static methods, which, in the absence of a total energy criterion, say little about the relative stability of multiple solutions.
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APPENDIX A: HEURISTIC DERIVATION OF THE DAMPED EQUATION OF MOTION

The use of a damping term in the equation of motion \((2)\) for the one-particle density matrix provides an approximate description of the influence of the environment on the piece of the system that we are interested in (the device). This approximation has a clear physical interpretation which allows us to understand under what conditions the approximation should apply, and assign an order of magnitude to the central parameter \(\Gamma\).

The starting equation is the Liouville equation for the propagation of the one-particle density matrix by a one-particle Hamiltonian,

\[
\frac{\partial \hat{\rho}}{\partial t} - \frac{1}{i\hbar} \{\hat{H}, \hat{\rho}\} = 0.
\]

By separating our system into device and environment we can partition our density matrix accordingly, and obtain an equation of motion for the density matrix within the device region,

\[
\frac{\partial \hat{\rho}_{DD}}{\partial t} - \frac{1}{i\hbar} \{\hat{H}_{DD}, \hat{\rho}_{DD}\} = \frac{1}{i\hbar}(\hat{H}_{DE} \hat{\rho}_{ED} - \hat{\rho}_{DE} \hat{H}_{ED}), \tag{A1}
\]

where \(\hat{\rho}_{DD}\) \((\hat{H}_{DD})\) corresponds to the section of the density matrix (the Hamiltonian) solely in the device region, and \(\hat{\rho}_{DE}=\hat{\rho}_{ED}\) \((\hat{H}_{DE}=\hat{H}_{ED})\) is the part of the density matrix (the Hamiltonian) which links the device to the environment. We see that the environment operates as a driving term on the device. To proceed further, it is easiest to represent the Hamiltonian and the density matrix by matrices in which indices \(\alpha\) correspond to the device region and indices \(\beta\) correspond to the environment. Thus we obtain for the \(\alpha\alpha'\) component of the right-hand side of Eq. \((A1)\),

\[
(RHS)_{\alpha\alpha'} = \frac{1}{i\hbar} \sum_{\beta} (H_{\alpha\beta}\rho_{\beta\alpha'} - \rho_{\alpha\beta}H_{\beta\alpha'}). \tag{A2}
\]

The easiest terms to interpret are the diagonal ones,

\[
(RHS)_{\alpha\alpha} = \frac{1}{i\hbar} \sum_{\beta} (H_{\alpha\beta}\rho_{\beta\alpha} - \rho_{\alpha\beta}H_{\beta\alpha}) = \frac{1}{\hbar} \sum_{\beta} H_{\alpha\beta} \text{Im}\{\rho_{\beta\alpha}\}, \tag{A3}
\]

where we have assumed that the Hamiltonian is real. This expression gives the rate of charge injection into orbital \(\alpha\) (on the device) by the environment. The Hamiltonian is short ranged and we assign an order of magnitude to it by writing \(\hbar \Gamma V_{\alpha\beta}=H_{\alpha\beta}\). Here, \(V_{\alpha\beta}\) is dimensionless, and takes care of all the angular dependence of the hopping integrals. Then Eq. \((A3)\) becomes

\[
(RHS)_{\alpha\alpha} = 2\Gamma \sum_{\beta} V_{\alpha\beta} \text{Im}\{\rho_{\beta\alpha}\}. \tag{A4}
\]

When the system is in its initial state (represented by \(\hat{\rho}_{DD}^{0}\)) the left-hand side is zero by construction (at least close to the interface with the environment: away from the interface the removal of the charge-separation potential could lead to currents). Since in this initial state there is no net current from the environment into the device (any such current needs time to develop), the right-hand side must also be zero. Therefore, any net flow of charge from the environment into the device must be as a consequence of deviations of the device density matrix away from its initial value. We can combine these observations into a single ansatz, namely,

\[
\text{RHS} = \begin{cases} 
-\Gamma(\hat{\rho}_{DD} - \hat{\rho}_{DD}^{0}) & \text{near the interface} \\
0 & \text{away from the interface}. \tag{A5}
\end{cases}
\]

APPENDIX B: CONSISTENCY WITH THE LANDAUER FORMALISM

Next, we wish to relate Eq. \((2)\) to the static Landauer picture. We will do that by showing—subject to approximations to be determined—that the Landauer steady state is a steady-state solution to Eq. \((2)\).

Consider an electrode-device-electrode system carrying a steady-state current, in the Landauer picture. Select a region \(S\) composed of the device and some extended but finite section of each adjoining electrode. Let \(\hat{H}_{S}\) be the subblock of the self-consistent Hamiltonian for the current-carrying system, within \(S\). Let \(\hat{G}_{S}(z)\) be the Green’s function for the current-carrying system, within \(S\). It solves

\[
\hat{G}_{S}(z)[z-\hat{H}_{S}-\hat{\Sigma}(z)]=\hat{1},
\]

where

\[
\hat{\Sigma}(z)=\hat{V}\hat{g}_{1}(z)\hat{V}+\hat{V}\hat{g}_{3}(z)\hat{V}=\hat{\Sigma}_{1}(z)+\hat{\Sigma}_{3}(z).
\]

Here, \(\hat{V}\) is the Hamiltonian that couples \(S\) to the rest, and \(\hat{g}_{1}(z)\) and \(\hat{g}_{3}(z)\) are the Green’s functions for the bare left and right semi-infinite pieces that would be left behind if we dug out region \(S\).
The density matrix for the current-carrying system in region \( S \) is given by
\[
\hat{\rho}_S = \tilde{\rho}_S + \Delta \hat{\rho}_S,
\]
where
\[
\tilde{\rho}_S = \frac{1}{2\pi i} \oint \hat{G}_S(z)dz = \int_{-\infty}^{\infty} \hat{D}_S(E) dE,
\]
and
\[
\Delta \hat{\rho}_S = \int_{\mu-eV/2}^{\mu+eV/2} \frac{1}{\pi} \hat{G}_S(E)\hat{\sigma}_1(E)\hat{G}_S(E) dE
\]
\[- \int_{\mu-eV/2}^{\mu+eV/2} \frac{1}{\pi} \hat{G}_S(E)\hat{\sigma}_2(E)\hat{G}_S(E) dE.
\]
Here, \( \hat{G}_S(E) = \lim_{\epsilon \to 0^+} \hat{G}_S(E \pm i\epsilon) \), \( \hat{D}_S(E) = [\hat{G}_S(E) - \hat{G}_S(E)]/2\pi i \), the contour cuts the real axis at the Fermi level \( \mu \), for the unbiased system, \( V \) is the bias, and
\[
\hat{\sigma}_j(E) = \frac{\bar{\Sigma}_j(E) - \bar{\Sigma}_j(E)}{2i}, \quad j = 1, 2,
\]
where \( \bar{\Sigma}_j(E) = \lim_{\epsilon \to 0^+} \bar{\Sigma}_j(E \pm i\epsilon) \).

Consider \( [\hat{H}, \hat{\rho}_S] \). First consider
\[
\frac{1}{i\hbar}[\hat{H}_S, \Delta \hat{\rho}_S] = -\frac{1}{i\hbar} \left( \int_{\mu-eV/2}^{\mu+eV/2} \frac{1}{\pi} \hat{\sigma}_1(E)\hat{G}_S(E) dE - \text{H.c.} \right)
\]
\[+ \frac{1}{i\hbar} \left( \int_{\mu-eV/2}^{\mu+eV/2} \frac{1}{\pi} \hat{\sigma}_2(E)\hat{G}_S(E) dE - \text{H.c.} \right)
\]
\[- \frac{1}{i\hbar} \left( \int_{\mu-eV/2}^{\mu+eV/2} \frac{1}{\pi} \bar{\Delta}_j^\ast(E)\hat{\sigma}_1(E)\hat{G}_S(E) dE - \text{H.c.} \right)
\]
\[+ \frac{1}{i\hbar} \left( \int_{\mu-eV/2}^{\mu+eV/2} \frac{1}{\pi} \bar{\Delta}_j^\ast(E)\hat{\sigma}_2(E)\hat{G}_S(E) dE - \text{H.c.} \right).
\]

We now make our principal approximation. Let \( \hat{q} \) be a Green’s function or a density matrix. Then, at least locally,
\[
\bar{\Sigma}_j^\ast \hat{q} \approx \gamma_j \hat{q}^{(j)}, \quad \bar{\Sigma}_j^\ast \hat{q} \approx \gamma_j' \hat{q}^{(j)}, \quad j = 1, 2,
\]
where \( \gamma_j \) is an energy-independent scalar and \( \hat{q}^{(j)} \) is the projection of \( \hat{q} \) in some extended but finite region in the vicinity of the points to which \( \bar{\Sigma}_j \) couples. Physically, in this approximation we ignore the atomic detail of the coupling of the reservoirs to \( S \), as well as the energy dependence of this coupling. We also assume locality (of Green’s functions and density matrices). A physical justification for the latter approximation is the following. Assume that in each electrode there is a generic scattering mechanism with a scattering time \( \tau \). In the coherent-potential approximation electrons acquire a self-energy \(-i\hbar/2\tau\) which shifts the poles of the Green’s function off the real axis by that amount with the result that the Green’s function becomes spatially localized on the scale of \( l = v_F \tau \), where \( v_F \) is the Fermi velocity and \( l \) is the electron mean free path. The presence of such scattering in the electrodes would thus grant us the above locality.

Then
\[
\frac{1}{i\hbar}[\hat{H}_S, \Delta \hat{\rho}_S] = - \Gamma_1 \int_{\mu}^{\mu+eV/2} \hat{D}_S^{(1)}(E) dE
\]
\[+ \Gamma_2 \int_{\mu-eV/2}^{\mu} \hat{D}_S^{(2)}(E) dE + \Gamma_1 \Delta \hat{\rho}_S^{(1)} + \Gamma_2 \Delta \hat{\rho}_S^{(2)},
\]
where \( \Gamma_j = 2 \text{Im}[\gamma_j]/\hbar \).

Our final approximation is
\[
\int_{\mu}^{\mu+eV/2} \hat{D}_S^{(1)}(E) dE \approx \rho^{(1)} - \bar{\rho}_S^{(1)},
\]
\[
\int_{\mu-eV/2}^{\mu} \hat{D}_S^{(2)}(E) dE \approx - (\rho^{(2)} - \bar{\rho}_S^{(2)}),
\]
where, as before, \( \rho^{(i)} \) is the initial, statically polarized, non-current-carrying density matrix in Eq. (2). Then
\[
0 = \frac{1}{i\hbar}[\hat{H}_S, \bar{\rho}_S] - \Gamma_1(\rho^{(1)} - \bar{\rho}_S^{(1)}) - \Gamma_2(\rho^{(2)} - \bar{\rho}_S^{(2)}).
\]

Now consider \( [\hat{H}_S, \bar{\rho}_S] \). Using \( \hat{D}_S(E) = \hat{G}_S(E)\hat{\sigma}_1(E)\hat{G}_S^\ast(E)/\pi + \hat{G}_S^\ast(E)\hat{\sigma}_2(E)\hat{G}_S(E)/\pi \),
\[
[\hat{H}_S, \hat{D}_S] = - \frac{1}{\pi} (\hat{\sigma}_1(E)\hat{G}_S^\ast(E) - \text{H.c.})
\]
\[- \frac{1}{\pi} (\hat{\sigma}_2(E)\hat{G}_S(E) - \text{H.c.}) - (\hat{\Sigma}^\ast(E)\hat{D}_S(E) - \text{H.c.}),
\]
whence, with the approximation in Eq. (B3), \( [\hat{H}_S, \hat{D}_S] = 0 \).

Hence, \( [\hat{H}_S, \bar{\rho}_S] = 0 \) and
\[
0 = \frac{1}{i\hbar}[\hat{H}_S, \bar{\rho}_S] - \Gamma_1(\rho^{(1)} - \bar{\rho}_S^{(1)}) - \Gamma_2(\rho^{(2)} - \bar{\rho}_S^{(2)}).
\]

This is a steady-state solution of Eq. (2) (with \( \Gamma_1 = \Gamma_2 = \Gamma \)), which is what we wished to show. As a broad indication, we see that the natural spatial regions of application of the damping in the finite open-boundary system are the exposed surfaces of the electrodes, and a typical strength for the parameter \( \Gamma \) is
\[
\Gamma \sim 2\pi\beta^2 d/\hbar,
\]
where \( \beta \) is a system-environment hopping integral and \( d \) is a surface LDOS per atom, in close agreement with the value used in the simulations above.

17 This value of $U$ corresponds to the difference between the ionization energy and electron affinity of the gold atom.
24 A 1D system can easily develop bound states outside the band. We have verified that for the self-consistent systems below there are no such states.